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e Connects 40 DoE institutions to 100s of research and
education networks

* Traffic growing 10x every 47 months
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* Enable collaboration by thousands of remote users
— Wide range of services for users
— Need to share resources between different users

e Must coordinate resources from different
organizations

— Move lots of data long distances

* Need to deploy new services quickly
— Empower end users
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* Top level is virtual network view

* In-between are other layers of
abstractions needed to provide

programming APls for network
developers

* Lowest layer needs enough detail

that it can be translated into
switch settings

Real Network
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e Need to be able to render between
different abstractions

Rendering

Real Network
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* Rendering is not translation
 Rendering is the set of
algorithms that we write to:
— Handle failures
— Optimize energy use

Rendering

— Determine when to light up new
lambdas

— Decide when to adjust L2 topology
to improve L3 performance

fre
Real Network
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Rendering

* Need different modules to render
between lowest layer abstractions
and network element parameters

— Want to encapsulate technology- and
protocol-specific concerns Real Network
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* When is a global view not OK?
— When you can’t/shouldn’t share all the details

 Multiple users
 Multiple domains
e Scalability (multiple controllers)

* What’s in common in these situations?
— Need to share a “sub view” of abstraction(s)
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Recursive delegation
of resources to

% e Each user has a
subview

— Only able to affect its
delegated resources,
see its statistics, etc.

— Empowered to
develop own control
programs (services)

* Subview can be updated by original
controller’s rendering engine

Rendering

e Access control also can be enforced

0 Em atoriginating controller

K Real Network / — Reduces |atenCV
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e Subview re.strlcted.to / N \ / N \
resources its negotiated

the right to use
e Could be static

— Lambda/MPLS tunnel from
XtoY

— No hook to rendering
required
* Could be dynamic

— Request tunnels, OF slices
in switches

— Hook to rendering required

enaer nder enaer enaer n r endaer
\ Real Network / \ Real Network /
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T: Top-level domain controller

A, B, C: scope-specific controllers

D: service-specific controller
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Dl =< IN P, OUTP!, R, T, Trt, Bt W!, Gt Ft >
* |nput ports
* Qutput ports
* Expected receive labels
e Authorized transmit labels
e Ability to translate labels
* Flow rule space, buffer space and outgoing bandwidth
* Topology information

e Meta information
— Term and authorization attributes
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* Peer-to-peer
— Peer controller fails, its Ve -
delegation is taken over S E
by a peer controller T T

— By prior agreement

— By consensus
* Hierarchical

— When a subordinate
controller fails, its parent
controller takes over the
scope
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Multiple controllers
can introduce flow
policies into a switch

CONTROLLER
( DELEGATION CONTROLLER
PROCESSOR
(DP) POLICY

N - CONTROLLER
( DELECGATION

PROCESSOR CONTROLLER

Mitigated by a
combination of
FlowVisor-like
element and
delegation agent

i
CONTROLLER
/

¥
DELEGATION
PROCESSOR
(bP)

CONTROLLER
POLICY

POLICY

(bP)

Authorization

( FDA

FlowVisor }

framework
modulates access
and delegation flows

/
==
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Multiple Domains

'_'_ Domain 1 W\/ Domain 2 \
i Delegation DRC
ya

Scalability

| acket layer
\ == / K /

Abstractions, delegation and rendering are unifying concepts
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Built around Graph Database

— Natural representation of abstractions

— Leverage high-scalability, network tools

— Rich mechanisms for sharing subsets of information
* Triggers

— Applications and rendering engines express their interest in an graph
database action and are notified when it happens

* Create a vertex of type V or an edge of type E
e Attach an edge of type E to a vertex of type V, etc.

— Changes in graph database impact apps/network and vice-versa
 Time/events as first-class citizens

— Necessary for reservations and smooth transitions between
configurations

— Allows coalescing of triggers

 Implementation was a collaboration between BBN and NEC using
ProtoGENI resources
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VPN Example
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*

Set up topology of nodes and links
Attach network rendering engines

e

N

| Gateway I l OpenFlow I
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Specify the IP address ranges at sites to be connected
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Specify the required site-to-site bandwidth
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Bandwidth tracks remaining capacity on all links
including future commitments 94
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Traffic Class tracks links used to setup path
Forwarding Policy determines use of Ethernet, IP or MPLS forwarding 55
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Network Rendering Engine triggers notify them when traffic policies change
Application triggers notify them when NREs modify graph DB to reflect topo changes

Gateway OpenFlow
Network Network
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 Beyond IP gateways:

— |In a gateway a packet goes from L2 to L3 and back on a
new link

— SDN/OF allows simplifying this function

— OF (v1.3) offers a 14-tuple packet label space that can be
interpreted/rewritten as desired
* Interpretation of labels doesn’t have to be fixed

* ARP

— An IP stack requires that L3 address is resolved to a L2
address

— Controllers like Floodlight do this for a single domain
— What happens in a multi-domain environment?
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* Apply the idea of controller resource delegations to a
multi-domain transit environment built on SDN/OF

* |nstead of the gateway, ingress controller rewrites part
of the L2 header as path id
— To keep things simple keep to one header
— Keeps frame size constant, simple operation

* |Intermediate controllers forward based on path id
(with exceptions for nodes that moved)

e Explicit delegation of flow table space in switches to
specific controllers/services helps isolation

* Egress controller can rewrite the L2 header as needed
so destination network stack accepts it
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* ARP

— Implemented ARP in controller as a basic mechanism
e Delegation

— Implement delegation processing
 Multiple domains

— Prototype based on delegation of transit service by combining/
extending VPN

* More nuanced time/event handling
— Support for lossless transition between configurations

* Eventually
— Multiple layers of network resources (e.g., Optical)
— Richer network abstraction
— Add in non-network resources (compute, storage)



